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Electron transfer (ET) within proteins occurs by means of chains of
redox intermediates that favor directional and efficient electron
delivery to an acceptor. Individual ET steps are energetically
characterized by the electronic coupling V, driving force �G, and
reorganization energy �. � reflects the nuclear rearrangement of
the redox partners and their environment associated with the
reactions; � � 700–1,100 meV (1 eV � 1.602 � 10�19 J) has been
considered as a typical value for intraprotein ET. In nonphotosyn-
thetic systems, functional ET is difficult to assess directly. However,
using femtosecond flash photolysis of the CO-poised membrane
protein cytochrome c oxidase, the intrinsic rate constant of the
low-�G electron injection from heme a into the heme a3-CuB active
site was recently established at (1.4 ns)�1. Here, we determine the
temperature dependence of both the rate constant and �G of this
reaction and establish that this reaction is activationless. Using a
quantum mechanical form of nonadiabatic ET theory and common
assumptions for the coupled vibrational modes, we deduce that �
is <200 meV. It is demonstrated that the previously accepted value
of 760 meV actually originates from the temperature dependence
of CuB–CO bond breaking. We discuss that low-�G, low-� reactions
are common for efficiently channeling electrons through chains
that are buried inside membrane proteins.

reorganization energy � ultrafast spectroscopy � CuB–CO bond � electron
transfer

B iochemical redox reactions often involve intraprotein deliv-
ery of electrons from an electron donor to an acceptor

through a series of well defined intermediates. Each intermedi-
ate state is characterized by a hypersurface that relates the
potential energy of the electronic state to the nuclear coordi-
nates of the protein system. The transition between two states is
energetically characterized by the electronic coupling V (which
is related to the transition probability once nuclear motions have
brought the system near the crossing of the corresponding
states), the difference in the energy minima or driving force �G,
and the reorganization energy � (1, 2). � reflects the energy
associated with the nuclear rearrangement of the protein system
that is necessary to adopt the optimal configuration of the
product state. Its value, required for an adequate description of
the mechanism of electron transfer (ET), can in principle be
estimated by combining measurements of the ET rate constant
with a variational approach (�G and temperature) but is often
not directly accessible, especially for chains of low-driving-force
reactions. In the classical picture (1), for � � ��G, the crossing
occurs at the minimum of the donor state potential energy, when
the reaction activation energy is zero and the constant equals the
‘‘optimal’’ rate constant, determined only by the electronic
coupling V.

Experimentally, the most straightforward systems to study ET
through proteins are (type II) photosynthetic reaction center
chains (3). Here, an initial photochemical charge separation
process with a net low driving force [��100 meV (1 eV �
1.602 � 10�19 J)] occurs within a few picoseconds and is followed
by ET from a photoreduced (bacterio)pheophytin to the qui-

nones QA (�100 ps) and QB (�100 �s). These latter ET
stabilization reactions take place at the cost of substantial loss of
free energy (total � 800 meV). The reorganization energies
associated with both stabilization steps are on the order of
700–1,300 meV (4). Values of � � 800 meV are observed in
high-driving-force reactions in metalloproteins surface-labeled
with photoactivatable compounds (2). Thus, � � 700–1,100 meV
has been considered a typical value for intraprotein ET (5).
However, for a few specific reactions occurring in a strongly
apolar environment, much lower values have been suggested
(6–8), but conclusive experimental evidence has proven difficult
to obtain, and one clear counterexample has been documented
(see below).

In nonphotoactive systems, the intrinsic kinetics of intrapro-
tein ET are often very difficult to resolve directly, because
diffusion of the external electron donor and�or conformational
gating events are rate-limiting. Moreover, the ET requirements
can be quite different. For instance, in the membranous enzyme
cytochrome c oxidase, the three-step chain connecting the
electron donor cytochrome c with the active site operates at very
low driving forces, in the range of tens of meV (9), implying that
at room temperature (kbT � 25 meV) in the partially reduced
enzyme, and in the absence of its substrate oxygen and inhibitory
molecules, the electrons are distributed over the four redox-
active cofactors: hemes a and a3 and copper centers CuA and
CuB. This property, together with the possibility of selectively
reducing the binuclear site by the inhibitor CO (10), has allowed
the measurement of the rate constants of the individual reactions
by backflow of electrons upon photoinduced transfer of CO from
heme a3 to CuB in the mixed-valence CO complex (11) (Fig. 1).
Using this method, the a33a [�7 Å edge-to-edge (12)] ET rate
constant at room temperature had been estimated at (3 �s)�1

(11). Based on the substantial temperature dependence, its
reorganization energy was determined at 760 meV for the
mitochondrial enzyme (13); even higher values were reported for
bacterial enzymes (13, 14). This reaction between cofactors that
are both buried in the membranous moiety of the complex could
therefore be considered an example of an intraprotein ET with
a reorganization energy as high as those of reactions involving
surface-exposed reactants. Therefore, � � 760 meV was also
considered a typical value for ET within the protein (15).

Following controversies regarding the actual rate constant of
this reaction (15–19), we recently determined the intrinsic rate
constant of a33a ET to be very high [(1.4 ns)�1], suggesting that
the 3-orders-of-magnitude slower 3-�s phase corresponds to
migration of CO from CuB out of the protein associated with
further ET because of a slight modification of the a�a3 redox
equilibrium (20). This finding is in good agreement with recent
estimations for the optimal rate constant based on a molecular
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dynamics�ET pathway analysis (19) but is �2 orders slower than
the optimal rate constant based on distance only (21). Here, we
investigate the activation energy and the reorganization energy
of this very low-driving-force [��50 meV (20)] reaction. Mak-
ing use of the fact that both the driving force and the intrinsic
rate constant can now be accurately determined as a function of
temperature, we establish a value for � that is an order of
magnitude lower than that previously accepted.

Materials and Methods
Carboxylated cytochrome c oxidase from beef heart mitochon-
dria was prepared in 0.1% �-dodecyl-maltoside�50 mM Tris,
pH 7.4 in the two-electron reduced mixed-valence (a3�a3

2�–
CO,CuB

�) and fully reduced (a2�a3
2�–CO,CuB

�) forms as
described in ref. 20. For all experiments, sealed, gas-tight
optical cells with an optical path length of 1 mm were used. The
enzyme concentrations were 30–50 and 1.5 �M for ultrafast
and microsecond experiments, respectively. After each exper-
iment, it was verified that the redox state of the sample was
unchanged.

The nanosecond ET process was monitored by using femto-
second absorption pump-probe spectroscopy at a repetition rate
of 30 Hz and was performed as described in ref. 20 by using a
thermostated translating sample cell holder. Microsecond ex-
periments were performed by using a setup as described in ref.
22 employing 590-nm, 7-ns pump pulses and a thermostated
sample holder. Basic data matrix manipulations and presenta-
tion were done with MATLAB (Mathworks, Natick, MA). The
absorbance changes were treated by using the SPLYMOD algo-
rithm (23) with a MATLAB interface detailed in ref. 24.

Results and Discussion
Nanosecond ET. The rate constant of a3�a3

2�7 a2�a3
3� equil-

ibration was measured by using the mixed-valence enzyme
(a3�a3

2�–CO,CuB
�) through the ‘‘backf low’’ method (9–11,

20), as illustrated in Fig. 1. Brief ly, CO can bind only to
reduced heme; therefore, CO traps an electron on heme a3.

Upon f lash photolysis from heme a3, CO is transferred in �1
ps (25) in a ballistic way (26) to CuB. Electrons can now
redistribute between the two hemes. The measured equilibra-
tion rate constant is the sum of the rate constants for forward
(a3a3) and backward ET. The ratio of the two rate constants

(and therewith �G) is determined from the extent of the
redistribution phase (20).

We have measured the equilibration rate constant in the
temperature range 4–35°C. This range was essentially limited
by the redox stability (at the high end) and by the rate constant
of bimolecular CO rebinding (at the low end) of the two-
electron reduced mixed-valence form of the enzyme. Figs. 2A
and 3 show that in this temperature range, the apparent time
constant of electron equilibration between the hemes is almost
constant within the experimental error, at 1.17 � 0.11 ns.
Hence, a7 a3 ET seems to be activationless, implying that the
observed rate constant is close to the optimal rate constant.
Therefore, the ensemble of our data is consistent with the most
recently predicted (3 ns)�1 optimal rate constant from theo-
retical work (19).

For nonadiabatic ET, the rate constant k can be factorized into
electronic (�V 2) and nuclear (Franck–Condon, FC) factors (1):

k �
2�

–h
V 2FC. [1]

Because V seems to be temperature-insensitive for this reaction
(19), our results imply that FC is robust against temperature.

Fig. 1. Arrangement of the relevant cofactors [from the structure of car-
boxylated mammalian cytochrome c oxidase, Protein Data Bank ID code 1OCO
(12)] and glossary of electron and CO transfer processes monitored in the
experiments starting from the mixed-valence (a3�a3

2�–CO) enzyme. The ET
arrows are tentatively drawn along a recently suggested through-space path
(19). The figure was prepared by using RASMOL (40).

Fig. 2. Transient absorption kinetics upon photodissociation of CO from
cytochrome c oxidase at various temperatures. (A) Nanosecond kinetics after
CO photolysis from the fully reduced (stars, control with no ET) and mixed-
valence (triangles, 4°C; circles, 25°C) states of cytochrome c oxidase, monitor-
ing electron equilibration between hemes a and a3. The wavelength of 437 nm
that was used is close to both the isosbestic point for CO dissociation and the
maximal amplitude of the ET phase (20) at room temperature; the shapes of
the transient spectra were nearly temperature-independent. Best fits to the
data yield time constants of 1,030 � 60 ps (4°C) and 1,270 � 110 ps (25°C). (B)
Microsecond kinetics of CO release from CuB in the fully reduced form of the
enzyme, monitored at 447 nm [maximum of the corresponding small shift in
the optical absorption spectrum of the hemes (30)]. (C) Microsecond phase in
the mixed-valence state attributed to CO release from CuB and its gating of a
second wave of (intrinsically nanosecond) a33a ET (20) at its 430-nm minimum
(9). Note that the time scale is linear in A and logarithmic in B and C.
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The �109 s�1 rate constant is low enough for a regime of
nonadiabatic ET and thermalized nuclear motions to apply. In
the classical Marcus treatment of nonadiabatic ET (1), FC is
expressed as

FC �
1

�4��kBT
exp��	� � �G
2

4�kBT � , [2]

in which kB is the Boltzmann factor and T is temperature. Our
data would thus suggest a very low value of the reorganization
energy � as in this treatment for activationless ET, � � �G � 0.
As �G � �50 meV (20), a straight application would yield � �
50 meV. However, a more detailed analysis is warranted because
(i) �G can also be temperature-dependent (2) and (ii) the
classical (high-temperature) limit is not well fulfilled around
physiological temperatures. Taking these points into account,
with our present data, we can establish an upper limit for � as
will be explained in the following analysis.

�G is such that the extent of a3�a3
2� 7 a2�a3

3� electron
equilibration after CO photolysis corresponds to reduction of
only a small fraction of heme a (see Fig. 1). Using analysis of the
Soret band spectral changes as outlined in ref. 20, we found that
the extent of heme a reduction remains constant at 13.4 � 1.0%
over the examined temperature range. The assessment of this
value at different temperatures allows a direct determination of
�G(T) associated with the reaction (Fig. 4). A small but signif-
icant increase of �G with temperature (0.20 � 0.10 meV�K) is
observed. We emphasize that such information is not available
from steady-state redox titrations of the relevant and only
transiently populatable states for this, and many other, intra-

protein reactions. The lack of such information often prevents
use of k(T) to determine � (2).

We can now obtain the forward heme a3heme a3 rate
constant kf. This rate constant is somewhat lower than the
experimentally observed equilibration rate constant k as k � kf
� kb, where kb is the intrinsic backward heme a33heme a rate
constant and kf�kb is determined by the Boltzmann thermal
equilibrium factor exp(��G�kBT). kf seems to actually slightly
decrease with temperature over the investigated range, and as a
conservative result, we determine that 0.76 � kf(305 K)�kf(275
K) � 1.03 (Fig. 5A).

In the approximation where the nuclear dynamics coupled to
the reaction are collected in a single effective mode of energy –h�,
a quantum expression for the Franck–Condon factor of non-
adiabatic thermalized ET can be written as (21, 27, 28)

FC �
1

–h�
e�s	2n�1
� n � 1

n � P�2

IP	2S �n	n � 1

 , [3]

where S � ��–h� is the –h�-normalized reorganization energy,
P � ��G(T)�–h� is the –h�-normalized free energy, n �
1�[exp(h– ��kBT) � 1] is the average vibrational level popu-
lated, and IP is the modified Bessel function of the first kind
of order P. For kBT �� –h�, this expression reduces to the
classical Eq. 2. Using Eq. 3, we have calculated the ratio kf(305
K)�kf(275 K) as a function of � and –h� (Fig. 5B), using the best
fit for �G(T) of Fig. 4. Using a value of –h� � 70 meV for the
energy corresponding to the effective oscillators (21) at face
value, the conservative upper limit for the ratio of 1.03
obtained from kf(T) (Fig. 5A) yields � � 150 meV. Allowing
for �G(T) to vary with the lowest limit of the slope (0.10
meV�K) up-shifts this limit to � � 200 meV. We conclude that

Fig. 3. Temperature dependence of the ET and CO migration phases in
cytochrome c oxidase. The observed rate constant of nanosecond ET in the
mixed-valence state is shown as open squares, and the calculated forward
heme a3a3 rate constant is shown as circles. Observed rate constants of CO
migration from CuB in the fully reduced (triangles) and mixed-valence (filled
squares) states of the enzyme and CO rebinding to heme a3 in the fully reduced
state (stars) were fitted to the Arrhenius expression k � Ae�Ea�kBT, yielding
activation energies Ea of 330 � 30, 450 � 40, and 306 � 10 meV and preex-
ponential factors A of 1011.5 � 0.5, 1013.1 � 0.8, and 107.4 � 0.2 s�1, respectively.

Fig. 4. Temperature dependence of �G associated with the nanosecond ET
reaction determined from the amplitude of the 1.2-ns kinetic phase in the
Soret region as described in ref. 20. The best linear fit indicates a small entropic
contribution to �G (0.20 � 0.10 meV�K). We note that there is a small
systematic error in �G due to uncertainties in the spectral deconvolution (20)
(�10 meV), but this error does not significantly influence the temperature
dependence.

10884 � www.pnas.org�cgi�doi�10.1073�pnas.0503001102 Jasaitis et al.



� must be �200 meV. We note that for values higher than –h� �
70 meV, a value considered adequate for a wide range of
intraprotein ET reactions (5), the range allowed for � is
extended. However, for a value of –h� � 150 meV, we still find
� � 300 meV (Fig. 5B). It would be of high interest to calculate
the distribution of modes by using molecular dynamics simu-
lations such as those in ref. 19 to estimate � specifically for this
reaction; a more refined way of analysis could then also be
obtained by incorporating this distribution into a multimode
quantum mechanical model (29).

Fig. 5B also shows that with the widely used classical formula
(corresponding to the high temperature limit kBT �� –h�, which
is not well fulfilled here), this analysis would narrow down to � �
90 meV. In sum, the determined range � � 200 meV yields much
lower values than the earlier (13) proposed value of � � 760
meV, which was based on the hereunder-discussed substantial
temperature dependence of the 3-�s phase (we also note that it
was calculated by using the classical formalism; the quantum
expression would have given a higher value).

Microsecond CO Migration. CO transiently ligated to CuB can
either migrate out of the protein or rebind to heme a3

2�. Near
room temperature, the vast majority of CO leaves the protein by
means of thermal dissociation from CuB in a few microseconds
(30). This process is likely to be associated with a small increase
in �G for the a3a3 ET reaction and, hence, for the mixed-
valence state, may gate an additional wave of heme a reduction
(16, 20). Rebinding of CO to (reduced) heme a3 occurs on the
millisecond timescale under 1 atm CO and also involves binding
to CuB.

In contrast to the activationless nanosecond ET phase, the rate
constant of the microsecond phase in the mixed-valence state of
the enzyme is strongly temperature-dependent (ref. 13 and Figs.
2 and 3). As explained above, this phase may follow the kinetics
of migration of CO from CuB out of the enzyme in the
mixed-valence complex. We therefore determined the hitherto
uninvestigated temperature dependence of the corresponding
phase in the fully reduced CO complex, where ET cannot occur.
The rate constant of this phase is found to accelerate by a factor
of �4 between 5°C and 33°C (Fig. 2B), and an activation energy

of Ea � 330 � 30 meV was determined (Fig. 3). Interestingly, this
phase has the same energetic barrier as that (Ea � 306 � 10 meV;
Fig. 3) of the bimolecular rebinding of CO to heme a3, occurring
in a few tens of milliseconds at 1 atm of CO in the investigated
temperature range. Because both processes involve thermal
dissociation of CO from CuB (Fig. 1), Ea likely represents the
dissociation enthalpy of the CuB–CO bond.

The temperature dependence of the corresponding microsec-
ond phase in the mixed-valence state of the enzyme is of the
same order as that of the fully reduced form. The activation
barrier is found to be somewhat higher (Ea � 450 � 40 meV)
than for fully reduced CO, but the preexponential factors
(activationless rates) are very close (1011.5 � 0.5 s�1 for the fully
reduced form and 1013.1 � 0.8 s�1 for the mixed-valence form; Fig.
3). Together, this analysis indicates a small effect of the redox
state of hemes on the CuB–CO dissociation barrier. The CuB–CO
dissociation enthalpies found in both systems are remarkably
similar to that of Cu–CO in the gas phase [370 � 80 meV (31),
obtained from transiently formed monoligand CuCO vapor],
suggesting only a minor influence of the three histidines inter-
acting with CuB on the Cu–CO bond. In general terms, this result
is consistent with a very recently reported indication from a
photothermal study on a bacterial oxidase that the active site
dynamics involving CuB are influenced by the redox state of the
equivalent of heme a (32). We note, however, that the intrinsic
microsecond ET assumed in the analysis of that study is not
supported by our previous (20) and present work.

The barrier for CuB–CO dissociation is much lower than that
for heme–CO dissociation [�950 meV (33)], which is in agree-
ment with the steady-state binding of CO to heme rather than to
CuB in most heme-copper oxidases. In sum, the temperature
dependence of the previously determined microsecond ET
phase in the mixed-valence enzyme can be fully ascribed to the
thermodynamics of the now-identified CO transfer process
gating it and is much stronger than that of the nanosecond,
intrinsic ET process.

General Implications for Low Reorganization Energy Reactions. The
reorganization energy associated with an ET reaction contains
contributions from the reactants (here, the two hemes) and from
the surrounding medium (protein and�or solvent). Our finding
of a low overall � is thus generally consistent with the calculated
low contributions for � for iron-porphyrins (34) and with the
reaction taking place in the hydrophobic core of a membrane
protein. More particularly, it seems to be in agreement with the
theoretical pathway analysis that indicates that the environment
of the heme–heme electron-hopping route in the reaction under
study is particularly devoid of charged residues (19).

Our results help to substantiate a general picture of ET
between protein-buried redox partners. The reorganization en-
ergies of at least two other ET reactions in membrane proteins
have been discussed. For the microsecond long-range (19.5 Å,
metal to metal) ET from the primary electron acceptor CuA of
cytochrome c oxidase to heme a (�G � �80 meV), � has been
suggested to be �100 meV, based on the variation of its rate
constant with the driving force (7) and on analysis of the weak
temperature dependence of the rate constant in the framework
of classical Marcus theory (35). However, higher values of
150–500 meV based on theoretical arguments were used by the
same researchers in later work (36, 37). Along a different line,
the low-driving-force primary charge separation in photosynthe-
sis of purple bacteria was proposed to be associated with a
sub-100 meV reorganization energy based on molecular dynam-
ics simulations (6). The regime of the latter, ultrafast (�3 ps)
photochemical reaction, however, can probably not be treated in
the framework of nonadiabatic thermalized ET, because it
involves three near-adiabatically coupled electronic states and
light-induced, coherent, nonthermal nuclear dynamics (38, 39).

Fig. 5. Determination of the range of reorganization energies for a3a3 ET.
(A) temperature dependence of the forward heme a3a3 rate constant (circles)
fitted with a straight line (solid line). Thin lines represent extreme values
tolerated. The range within these values corresponds to 0.76 � kf(305 K)�
kf(275 K) � 1.03. (B) Calculated kf(305 K)�kf(275 K) as a function of � and ��

as described in the text. The experimentally allowed upper value of 1.03 as
determined in A is shown as a dotted line.
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In light of these observations, the present assessment of � �
100 meV for the a3a3 ET, rather than �800 meV (13), indicates
that low-�G, low-� reactions are common for efficiently chan-
neling electrons through chains that are buried inside proteins at
low cost of free energy. As discussed in ref. 20, at least for the
biochemical reaction investigated in this work, the high speed
allowed for a low-driving-force reaction into an active site can be
highly relevant to assure efficient trapping of substrate. Here, we

have shown that the reaction is robust against temperature and
that the high speed is related to the low reorganization energy.
The membrane complex of cytochrome c oxidase provides a
unique nonphotochemical system through which such ET reac-
tions can be directly investigated.

A.J. is the recipient of a long-term fellowship from the European
Molecular Biology Organization.
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